Linear Algebra

Final Test
2008.1.15.

1. (12%) Let V, W be vector spaces, T : V' — W be linear, andlet U : V — W
be a function. Give the definitions of the followings.

(a) (3%)

(b) (3%) N(T).
(c) (3%) R(T).
(d) (3%) V=W (V is isomorphic to W).

U is linear.

2. (40%) Determine (by proof or counterexample) the truth or falsity of the
following statements. (Note: you need to explain why the example you
give is a counterexample if the statement is false.)

(a) (5%) Given z1,z2 € V and y1,y2 € W, there exists a linear transfor-
mation T : V' — W such that T(z1) = y1 and T(z2) = yo.

(b) (5%) Let V, W be vector spaces, if T : V — W, U : V — W are two
linear transformations such that N(T) = N(U), R(T) = R(U), then
T=U.

(¢) (5%) There does not exist linear transformation 7' : V' — W such
that N(T) = R(T).

(d) (6%) If T : R? — R3 is linear and T'(1,1) = (1,0,2) and T'(2,3) =
(1, —1,4), then T(8,11) = (5, -3, 16).

(e) (5%) Let A € My xn(R), if A2 =1,, then A=1, or A= —1I,.

(f) (5%) Let V be a vector space and T': V' — W be linear, then T2 = T,
if and only if R(T) CN(T) (Tp is the zero transformation from V to

V).

(g) (5%) Let A € M,xn(R), if A2 = O, then A = O (O is the zero
matrix).

(h) (5%) Let A, B € My, xn(R), if AB = O, then BA =0 (O is the zero
matrix).

3. (30%) Let V, W be vector spaces and T : V' — W be linear.

(a) (5%) Prove that N(T') and R(T) are subspaces of V' and W, respec-
tively.

(b) (5%) Prove that if 8 = {v1,v2, - ,v,} is a basis for V, then

R(T) = span(T(8)) = span({T'(v1), T'(v2), - - , T(vn)})-



(¢) (10%) Prove that if V' is finite-dimensional, then
nullity (T') 4+ rank(7") = dim(V).

(d) (5%) Prove that T is one-to-one if and only if N(T) = {0}.
(e) (6%) Prove that if 8 = {vi,va,---,v,} is a basis for V, then for

wy,Wwa, - ,w, € W, there exists exactly one linear transformation
U:V — W such that U(v;) = w; fori=1,2,---n
4. (10%)

(a) (6%) Let T : Po(R) — May2(R) be a linear transformation defined

by
f)—f2) o0
T(f) = ( 0 f(O) ) )

find N(T), R(T), nullity(T") and rank(T").

(b) (4%) Let T : Mpxn(R) —R be a linear transformation defined by
T(A) = tr(A), find nullity(T") and rank(7") (tr(A) is the trace of A).

(a) (8%) Let T : R? — R3 be a linear transformation defined by T'(ay, as) =
(a1 — as,a1,2a; + as), B be the standard ordered basis for R?, a =
{(1,2),(2,3)}, and v = {(1,1,0),(0,1,1),(2,2,3)}. Find [T]} and

(b) <5%>Letﬁ={1,x,w2}andv={(é 8>v<8 (1)>’<(1) 8>’<8 (1)>}

be the ordered bases for P,(R) and Myyo(R), respectively, and T :
Py(R) — Msx2(R) be a linear transformation defined by T'(f) =

f1(0) 2f(1) y
< 0 f"(3) ) . Compute [T7}.

o= {(32)(13)(18).(3 1)) -

the ordered bases for Mayo(R), and T : Mayx2(R) — M2><2(R) be a
linear transformation defined by T'(A) = A*. Find [T, and [T'(B)],,

1 4
whereB-(_1 6)'

(d) (5%) Let g(z) =3+, T : Po(R) =P(R) and U : P»(R) —R3 be
linear transformations defined by T'(f(x)) = f'(x)g(x) + 2f(x) and
U(a+bx+cx?) = (a+b,c,a—b), respectively, and let 3 and y be the
standard ordered bases for P»(R) and R?, respectively. Find [U 7]}

6. (15%) Let V, W be vector spaces over F and T : V — W be linear.

(a) (5%) Prove that if U : V' — W is linear and a € F, then oT + U is
linear.



(b) (5%) Prove that if U : W — Z is linear, then UT : V — Z is linear.
(c) (5%) Prove that if T is invertible, then 7= : W — V is linear.

7. (15%)

(a) (5%) Let V be a finite-dimensional vector space having ordered basis
B, and uq,ug, -+ ,u, € V. Prove that [uy 4+ us + - - 4+ uy|g = [u1]s +
[ua]g + - -+ [un]g. (Hint: First show that [u1 +us]g = [u1]g + [u2]p).

(b) (10%) Let V, W be finite-dimensional vector spaces having ordered
bases 3 and -, respectively, and let T': V' — W be linear. Prove that

for each u € V, we have [T'(u)], = [T]}[u]s.

8. (15%)

(a) (5%) Let V and W be finite-dimensional vector spaces over F, and
let T: V — W be linear. Prove that if T' is invertible, then dim(V) =
dim(W).

(b) (5%) Let V and W be vector spaces of equal (finite) dimension, and
let T : V. — W be linear. Prove that the following conditions are
equivalent.

i. T is invertible
ii. T is one-to-one
iii. T"is onto

(¢) (6%) Let V and W be finite-dimensional vector spaces over F. Prove

that V' is isomorphic to W if and only if dim(V') = dim(W).

9. (10%)

(a) (4%) Let T : R® — R3 be a linear transformation defined by T'(a1, ag, az) =
(3ay — 2as3, ag, 3a; + 4as). Show that T is invertible.

(b) (6%) Let
v={(s 1) anccr).

Construct an isomorphism from V to R3. (You need to show that the
function you construct is indeed an isomorphism).

10. (30%)

(a) (5%) Let V,W be vector spaces, and T': V' — W be linear. Suppose
that T'is one-to-one and S is a subset of V. Prove that if S is linearly
independent, then T'(S) is linearly independent.

(b) (5%) Let V, W be vector spaces, S be a subset of V,and T : V — W
be linear. Prove that if T'(S) is linearly independent, then S is linearly
independent.



(c) (6%) Let V, W be finite-dimensional vector spaces, 8 be an ordered
basis for V,and T': V' — W be linear. Prove that T is an isomorphism
if and only if T'(3) is a basis for W.

(d) (7%) Let V, W be finite-dimensional vector spaces and T : V — W

be an isomorphism. Prove that for any subspace V; of V, T(V}) is a
subspace of W, and dim(Vy) = dim(T'(Vp)).

(e) (7%)Let T : V — W be a linear transformation from an n-dimensional
vector space V to an m-dimensional vector space W, and let (3
and v be ordered bases for V and W, respectively. Prove that
rank(7T) =rank(L,4) and that nullity(T") =nullity(L4), where A =
ail



